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Abstract

This article examines the link between uncertaiatyd analysts’ reaction to earnings
announcements for a sample of European firms dahi@geriod 1997-2007. In the same way
as Daniel, Hirshleifer and Subrahmanyam (1998),pasit that overconfidence leads to an
overreaction to private information followed by amdereaction when the information
becomes public. Psychological findings suggest that effect is more prominent in an
uncertain environment. Our tests are based onelaanship between forecast revisions and
forecast errors. When analysts excessively integmtormation in their revisions (i.e.
overreact), their forecast revisions are too irgerend the converse occurs when they
underreact. We implement a portfolio analysis amdgression analysis for two subsamples:
high-tech and low-tech, as a proxy for uncertaif@ur results support the overconfidence
hypothesis. We jointly observe the two phenomenanafer- and overreaction. Overreaction
occurs when the information has not yet been madidiqpand disappears just after public
release. Our results also show that both effecés more important for the high-tech
subsample and that the differences between hidh-tex low-tech are significant. For
robustness, we sort the sample using analyst fstrelcspersion as a proxy for uncertainty and
obtain similar results. We also document that thghiech stocks crash in 2000-2001
moderated the overconfidence of analysts, which gtengly declined during the post-crash
period.
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1 — Introduction

Experimental evidence in psychology shows that ehal biases arise in situations which
require more judgement. In particular, people extabhigher level of overconfidence when
they are involved in non-mechanical tasks and wpesdictability is low and evidence
ambiguous (Lichtenstein and Fischhoff (1977), @riind Tversky 1992)). When uncertainty
is high, people tend to construct scenarios andoaeeconfident in the probability of their
success (Kahneman and Tversky (1979)).

In the context of financial decisioDaniel and Titman (1999Nirshleifer (2001), and Daniel,
Hirshleifer and Subramanyam (1998, 2001), posit thecertainty intensifies psychological
biased. They underline the role of overconfidence in prcidg mispricing for hard-to-value
stocks and refer precisely t&R&D-intensive firms comprised largely of intangildssets
(Daniel et al. (2001), page 935). Daniel et al.9@9produces a theoretical model that
explains mispricing by over- and underreactiomforimation caused by overconfidence. The
model shows that overconfident investors overreactprivate information, and then
underreact when information becomes public. In kvith Daniel et al. (1998, 2001), this
paper focuses on analysts’ response to privatgoahlic information. We consider earnings
announcements and two classes of assets - highatethow-tech firms - and we examine
whether analyst forecasts reflect over- or undeti@a to information.

Analysts’ overconfidence receives relatively litdtention from researchers, compared to that
of investors and to the large body of research welvto analysts’ optimism. Many papers
document the fact that analysts inefficiently irpmmate information, mainly by analyzing
how a current earnings forecast for a given peisodfluenced by earnings for the previous
period. They show a serial correlation between enirrand past errors in forecasting
(Mendenhall (1991), Abarbanell and Bernard (1994),Klein and Rosenfeld (1992)). These
findings suggest that analysts underreact to néwriration, while the pioneer study from De
Bondt and Thaler (1990) documented an overreacHasterwood and Nutt (1999) and Chen
and Jiang (2006) show that both misreactions caroliserved, and also document that

analysts overreact to positive news and underr@aciegative news, producing a form of

' For a more recent review and an extensive studytaihe relationship between uncertainty and behalio
biases (not exclusively related to overconfidenseg Kumar (2009).



generalized optimism. Zhang (2006a) confirms thatentainty boosts analysts’ misreactions
to new information: greater uncertainty producesanaptimistic forecast errors following
bad news and more pessimistic forecast errorsviglip good news He then corroborates a
generalized underreaction and does not confirnexipéanation provided by optimism.

Only a few papers have shown that analysts displarconfidence (Friesen and Weller
(2006), Hilary and Menzly (2006), Deave$ al 2010). Following Daniel et al. (1998),
Friesen and Weller (2006) show that analysts ovigihtetheir private information and
underweight public information. This effect is dawented by implementing a model where
analysts issue forecasts sequentially. Current&steng depends on the consensus and on the
precision of the private signal of the analyst whacurrently issuing the new forecast. A
rational (Bayesian) model produces efficient fosteaThe authors show that analysts place
to much weight on their private information. Hilaapd Menzly also based their analysis on
forecast dynamics but in a different way. They past success in forecast accuracy to predict
the overconfidence of a given analyst. Past suesedhirough the mechanism of self-
attribution bia$, exacerbate overconfidence (Gervais and Odeari)2D@niel et al. (1998)).
They show that, after a short series of good ptedis, analysts are more likely to be
inaccurate and to take additional risks by dewviptirom the consensus. Overconfidence
escalation, after a period of forecast accuracg/se documented by Deavesal (2009) in
their survey of German financial market practiticrie

In this study, we test analysts’ overconfidencetigh the overreaction preceding a public
announcement followed by an underreaction after dheaouncement. If overconfidence
occurs, over- and underreactions should be resedctobserved before and after the public
announcement. If uncertainty boosts overconfidemee,predict that these two combined
misreactions should be stronger when uncertaintygiser. In line with major studies devoted
to investors’ or analysts’ reaction to informatiave consider the earnings announcement to
test whether analysts overreact before informatecomes public and afterwards underreact.
Analyst reactions to information are studied thtotigeir forecast revisions before and after
the public announcement. We primarily define uraiaty according to technology intensity,

and separate two types of firms: high-tech or lesht To make a robustness check, we then

? The self-attribution bias means that people atteisuccessful outcomes to their own ability anslionessful
ones to external causes. When self-attribution bizsurs, people who have been successful exhigheni
overconfidence.

* Close to Deaves et al. study, Gloede and Menkhofthcoming) also examine financial professionals’
overconfidence in their forecasting performancee tapplied to foreign exchange rates.



include analyst forecasts dispersion as a secamdydor uncertainty. In prior studies three
categories of proxies were used to measure unegrtabout a firm’s value market-based
proxies which reflect investors’ opinion diverger{sach as bid-ask spread, volume turnover,
stock return volatility), firm-based proxies whiditempt to capture a firm’s underlying
fundamentals (such as size, age, R&D or technolatgnsity) and analyst-based proxies
(mainly forecast dispersion). Our study is focusedfundamental-based and analyst-based
proxies because they are intrinsically linked talgsts’ activity. Moreover, we lean on a
large body of literature that has pointed out tieinttive high-risk nature of technology
based industriésand its impact on analysts’ forecasts (Barron.€2802), Kwon (2002)).

Our tests are based on the relationship betweeartdst revisions and forecast errors. We
consider forecasts for the current year, and olséheir revisions encompassing the
announcement of earnings for the previous year.t&gewhether analysts overreact before
the public release and underreact after it. Oveti@a implies that analysts revise their
forecasts too strongly, and conversely, underreactnplies revisions that are too weak. We
initially perform a portfolio analysis by groupirigrecast revisions upwards and downwards
and observe forecast errors for each group. Tostigete the magnitude and the significance
of the over- or underreaction, we then test regrassiodels which estimate the relationship
between forecast errors and forecast revisions.sWey the whole sample to test whether
over- and underreaction occurs globally, but oumary topic is to test whether the double
phenomenon is stronger when uncertainty is higlerdfore, we conduct the analysis for two
subsamples: high-tech and low-tech. For robustnessalso sort the subsamples using
analyst forecast dispersion as a proxy for unaegfai

Moreover, our sample period (1997-2007) allows aisnivestigate whether the analysts’
overconfidence decline after the 2000-2001 high-tetocks crash. So, we incorporate a
dichotomy in the study between the pre-crash (1B®89) and post-crash (2002-2007)
period.

Taken together, our empirical evidence indicated #malysts exhibit overconfidence and
reveal a stronger bias when uncertainty is higBeit. this phenomenon, largely observed

before the crash, almost completely disappearedvedrds.

* For discussions about uncertainty proxies, see K(a@09), Zhang (2006b), Kwon (2002).

®> See Baruch Lev and coauthors in numerous artifdesnstance Amir et al. (2003).

® Dispersion in analyst forecasts is a common primtyuncertainty, see Barron et al. (1998, 2002)arxh
(20064a, 2006b).



This study offers interesting insights in two walkgstly, in the area of financial markets, it
provides a test of a major over- and underreactiodel (Daniel et al. (1998)) and implement
it to analysts’ reactions through their revision®réus investors’ reactions through stock
returns). Secondly, in a broader way, it deals hi link between uncertainty and biases.
Our results are consistent with the experimentadesnce and extend it to a cross-sectional
analysis that reinforces it as pointed out by Ku2a09).

The rest of the paper is organized as follows. i8ecR presents hypotheses, data and
methodology. Section 3 reports the empirical resitir the whole period. Section 4
introduces the effect of the 2000-2001 crash orattaysis.

2 - Empirical design

2.1. Hypotheses

Our theoretical setting is derived from the Dareelal. (1998) analysis. We consider the
earnings announcement and test whether analystseace before and underreact after its
public disclosure. We study forecast revisionsh@atthan stock prices as in Daniel et al.)
around the public announcement. If analysts ovetrehen the revision is too high. If they
underreact, the revision is too small. In a presistudy, Amir and Ganzach (1998) attributed
such misreactions to anchoring (underreaction)eprasentativeness (overreaction) but did
not study the impact of an announcement, thahey tid not study the revisions around a
public signal. In this study we have adjusted time@thodology to test how analysts react to
new information.

In predicting earnings for a peridd analysts face an important flow of informationemh
earnings foit-1 are announced. Before the announcement, privedemation is flowing and
generates adjustments in analysts’ forecasts. Téwage their forecasts farl and fort. We
focus on revisions for which can be analyzed before and after the publease and reveal
analysts’ reactions to information

Hypothesis 1: if analysts exhibit overconfidence, they will aeerct before the announcement
and underreact after the announcement.

Hypothesis 2: if uncertainty boosts overconfidence such misieast (described in
hypothesis 1) will be greater for high-tech firnmnpared to low-tech firms.



2.2. Data and sample

We drew our sample from I/B/E/S (“summary historghd extracted annual forecasts for
European non-financial companies from 1997 to 208IF.monthly consensus forecasts
(mean and/or median) of annual earnings per shaesesl the analysis if data were available
for two consecutive fiscal years §ndt-1) and if at least three analysts provided estimates
From this sample, those observations for which ymhdbrecast was greater than 200% (in
absolute value) of earnings per share were elimthas outliers.

To categorize high-tech firms, we combined seveladsifications based on industry codes.
Such segmentation between high-tech (HT) and lmh {€T) based on industry codes has
been used in several studies devoted to analystdsts, for example Kwon (2002) or Cooper
et al. (2001). For manufacturer industries we atereid OECD classification according to
their technological intensity. For service industriwe refer to Kwon (2002) who classified
them as low tech with the exception of communica@md computer services which were
integrated in high-tech subsample.

As a robustness check, we also selected two sutasylles based on dispersion in analysts’
forecasts. High dispersion expresses high unceéytaggarding the firm. For each month of
the analysis we extracted the standard deviatianalyst forecasts from I/B/E/S and defined
two sub-subsamples based on the median: high dispgiHD) and low dispersion (LD).

The final sample consists of 1742 European firms& aspresents 18710 firm-year
observations when considering the month precediegearnings announcement. Table 1
provides descriptive statistics for the whole sagid for HT and LT subsamples.

[insert table 1 here]

2.3. Variables

Our empirical setting is based on forecasts fordineent year (year provided by analysts
when the announcement of earnings for the previma#s (yeart-1) occurs. Our analysis
requires consensus forecadt$ ¢f current earnings per shat€) (provided during the several
months before and after the announcement of eariorgthe previous year. On the basis of
these monthly forecasts fowe computed the forecast erréiE) and forecast revisiorFR).

For ease of reading we omit the reference to ysence all the parameters refer to the current

yeart. We denoten as the month where the foreckgis provided:

FRn = (Fn - Fn_]_) / |Fn|
FE.=(E-FR)/|E]



where for each month, FR, is the forecast revision ari€kE, is the forecast error, as depicted
in Figure 1. Due to those definitioR&,>0 expresses optimism afR€R,>0 implies an upward
revision during the month. For cross-sectional analysis, we respectivelydstedized R by
the absolute value &%, andFE by the absolute value & Because we are studying revisions
surrounding thet-1 earning releasen=0 refers to the month of the announcement. We
examine revisions for three months before and #feeannouncement.
Finally, we define forecast dispersion as follows:

FDn = on/ |Fi
whereaq, is the standard deviation extracted from |/B/E/Geach montim.

[Insert Fig.1 here]

3 — Empirical results

Ours tests are based on the relationship betweendst revisions and forecast errors. When
analysts excessively integrate information in theuwisions (i.e. overreact), they revise their
forecasts too strongly. If the revision is positifiee. upwards), overreaction implies a
negative (i.e. optimistic) forecast error. If thevision is negative (i.e. downwards),
overreaction implies a positive (i.e. pessimistmjecast error. Sogverreaction implies a
negative relationship between forecast revisiond &recast errors(whatever their signs
may be),while underreaction implies a positive relationshighe analyses were conducted

using two methodologies: a portfolio analysis andgression analysis.

3.1. Portfolio analysis

For each month of the analysis we computed foraeassions and divided each subsample
(HT and LT) into two groups: observations with pivg forecast revisions (FR>0) and

observations with negative forecast revisions (FR€bservations for which the consensus
forecast revision is zero were deleted from thialysis. We also required consecutive
forecasts for the entire eight-month period surdag the public release (according to figure
1).

The dependent measure is the mean (or median)akirecror for each group by period.

Tables 2 and 3 present the results for the pertedeging the announcement for which we
globally expect a more pronounced overreactiorhenHT subsample. For the total sample



(HT + LT) table 2 shows that when analysts reviswards (FR>0), they do it too strongly:
their errors are optimistic (FE<0). When they revdownwards (FR<0), they do it too
weakly: their errors are pessimistic (FE>0).

[Insert table 2 here]
Table 3 presents the results for the two subsamptesonfirms our hypothesis that
overreaction is more prominent for the high-teamgiz.

[Insert table 3 here]
We conducted the same analysis for the periodviatig the announcement, and tested here
an underreaction to public information. Results fbe total sample and for the two
subsamples are respectively presented in tablesl $.aUnderreaction appears wHeR and
FE have the same sign, which is observed in mossaa&p®rted in tables 4 and 5, and more
forcefully for the HT subsample.

[Insert table 4 here]

[Insert table 5 here]
So, results of this first analysis shows that festcrevisions are too high in the pre-
announcement period and too weak in the post- ammswoent period. This effect is more

pronounced for high-tech firms.

3.2. Regression analysis

An alternative method to examine over- and undeti@a is by regressing forecast errors on

forecast revisiorls We can examine the magnitude of the relationgig not only its sign):
FEn=a+ BFR,+ ¢ (1)

whereFE, and FR are the mean forecast error and mean forecasioavior the montim as

defined above (three months around the earningase)a is the intercept an@is the slope

coefficient. The lack of bias in analyst forecastgplies that botha and S equal zeroA

significant positive (negative) coefficient implesderreaction (overreactionA significant

positive (negative) intercept implies optimism (@essm). As in previous studies which

examine over and underreactions by regression sindfsee prior footnote) we do not expect

substantiaR? because the regression expresses biased beHavionir and Ganzach (1998),

’ Regression analysis is a typical way to test undeoverreaction. Under rationality, no relatiomshiust be
observed between the dependent and the independeisible, and the regression coefficient must be
insignificant. See, De Bondt and Thaler (1990), Wiaaell and Bernard (1992), Ali et al. (1992), Easbod
and Nutt (1999), Amir and Ganzach (1998)...



the adjusted?? are around 0.05 (depending on the period) forsémme regression as our
equation(1) but for different months. So, the test focuseghenregression slope before and
after the public release and discriminates accgrdm technology intensity. For greater
accuracy, we estimate panel regressions.
Table 6 reports our estimates for the whole sarbpfere the announcemeiftare negative
and significant for the first and the second mdrgfore the public release. During this period
which is very close to the announcement, forecasisions are too strong and convey
analysts’ overreaction.
[Insert table 6 here]

To examine the effect of uncertainty, and quanttf/ magnitude and significance, we
analyzed the following regression, including arrattion analysis:

FE,= ap+ a;TECH+ ByFR, + B; TECH.FR, + ¢ 2)
whereTECH is a dummy variable which equals 1 for the higthtsubsample and 0O for the
low-tech subsample. Overreaction implies that ieffecient S,+4; is negative ang; alone
captures the additional effect of uncertainty oe thlationship between forecast error and
forecast revision. Moreover, if analysts are opsimj the interceptrp+ a; will be negative
and the additional effect of uncertainty will beogim by a.
Table 7 presents the results of this model forptieod preceding the public release. For this
period our hypotheses imply an overreaction, soewgect a negative slopgy+£; and f3;
alone are expected to be negative. The resultsteghpm table 7 show that the overreaction
analyzed in table 6 is much more pronounced fohtgk-tech subsample. For HT firms, the
coefficient is strongly negative and highly sigo#nt for the three months. Overreaction is
also observed for LT firms for the two months pokog the announcement, but with lower
coefficients than those observed for HT. The ansilssows that the difference in coefficients
between HT and LT is significant.

[Insert table 7 here]

We then replicated the analysis for the periodofeihg the announcement, for which we
expected positive coefficients in line with the améaction hypothesis. Tables 8 and 9
presents our estimates. In table 8, we observendarteaction through a positive coefficient
in the whole sample (except for the month +4 whéig insignificant). Table 9 confirms that
the underreaction is stronger for HT firms.

[Insert table 8 here]



[Insert table 9 here]
Taken together, these results support the overdemée hypothesis (H1). We jointly observe
the two phenomena of under- and overreaction. @aetion occurs while information has
not been made public and disappears just aftepibéc release. Our results also show that
both effects are stronger for the HT subsamplethatithe differences between HT and LT

are significant, supporting hypothesis 2.

3.3. Robustness tests

For robustness check, we assessed the dichotomyed®tHT and LT as a proxy for
uncertainty. Even if high-tech firms have been doented as high-risk firms in numerous
empirical findings, this point is clearly relevantorder to be sure that we had really tested
the effect of uncertainty. So we introduced a sdcaeasure for uncertainty: dispersion in
analyst forecasts. For each month of the analysi®€xiracted the standard dispersion in the
I/B/E/S data base and constructed the subsamptesdiicg to the median. We obtained for
each month a high-dispersion (high uncertainty) antbw-dispersion (low uncertainty)
sample. We reproduced the portfolio and the regresanalysis on these two subsamples.
The results, not reported for the sake of brewtg, in line with those obtained with the HT

and LT subsamples.

4 - Did overconfidence decrease during the period®97-20077?

Finally in this section we propose a more exploratory akete concerning the evolution of
analysts’ overconfidence during our sample peridus period gives us the opportunity to
study whether a decrease could be observed a#tdntérnet crash in 2000-2001. Following
the dramatic rise and decline in high-tech stockes: analysts were heavily criticized. The
crash had aroused suspicion about their forecastracy which could have made them more
cautious in their estimates. Then they could hawelyced more accurate and less biased
forecasts. Overconfidence could be one of the masected biases because it directly deals
with performance, success and even euphoria (Russ&choemaker (1992)).

We provide here a simple test to examine if anglysverconfidence decreased after the
crash. We split the regression analgisrformed in section 3.2 according to two subqmsi

® We also divided the portfolio analysis (section)3nto pre- and post-crash periods and obtainedteei line
with the regression analysis. In order to be btha§ study is not reported.
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surrounding the crash (2000-2001): the pre-cragiogg1997-1999) and the post-crash
period (2002-2007). Figure 2 presents a descriptvelution of forecast errors over the
whole period. It shows a dramatic change in 2000t2@Before the crash, analysts were
optimistic (median and mean forecast errors wergatiee) and they became pessimistic
afterwards, with a stronger effect for high-teaims.
[Insert figure 2 here]

Regarding overconfidence, we tested whether théldquhenomenon of the overreaction to
private information combined with the underreactiorpublic information, declined after the
crash. To examine if uncertainty played a role,cambined the high- and low-tech analysis
and the pre- and post-crash period. We then intedjthe period into the regressi@):

FEn= ap+ a; TECH+ a2K + asTECH.K+ B,FR, + B, TECH.FR + BK.FR, +
BsTECHK.FR + ¢ (3

whereK is a dummy variable which equals 1 for the poasbrperiod and O for the pre-crash
period.
If analysts have become less overconfident in tbst-prash period, we must observe a
decrease in both the overreaction before the egsnielease (less negative coefficients, or
even becoming positive) and the underreaction after earnings release (less positive
coefficients, or even becoming negative). So, oumary interest is in the differences
between pre- and post-crash, and between HT antbl.€ach sub-periods, particularly in
BB which expresses the crash effect in HT subsantpét, we can break down ini6,
alone (the crash effect for LT) anB alone (the additional effect of the crash for HT
compared to LT).
Tables 10 and 11 present the results for the pegrededing and following the earnings
release. To provide a quick interpretation of thedei we specify below the table to which
subsample and sub-period each intercegnbd slope coefficiens refers to.

[Insert table 10 here]

[Insert table 11 here]
For the months before the earnings release (table dverreaction, namely negative
coefficients, is mainly observed before the cramhtiie HT subsampleBg+/3;) and clearly
declines after the crashB{+L+L-+03). Coefficients become even positive for morth

(0.219***). The differences are always significaas, shown by the coefficiefbt/S5: for the
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HT subsample, the crash produces a strong decliribel overreaction before the earnings
release. A similar pattern, but with less intenggyobserved for the LT subsample (the most
clear effect is for montkl, for which - is significant).

For the months following the earnings release étahl), underreaction, namely positive
coefficients, is observed for the HT subsample dwer months £y+3; ) with significant
differences between the LT subsample (shownBinalone). It declines after the crash:
coefficients By+L+L-+L35 remain positive but weakly significant. The diffaces between
pre- and post-crash are less important than thiesereed for the overreactiofiA£s).

Overall, the previous analysis established in eacB.2 (without the crash effect), that
showed overreaction followed by underreaction vationger effect for the HT group, is
confirmed here but seems to almost disappear thigecrash. Notably, we no longer observe
misreactions in the LT group, and they are deafjnimthe HT group. We also document a
decrease in optimism as shown by the evolutiomefintercept and in accordance with figure
2.

We replicated the tests with analyst forecastspealision as a proxy for uncertainty and

obtained similar results (not reported here in otdde brief).

5 — Discussion and conclusions

Previous studies have documented overreaction (BéBaand Thaler (1990)) and
underreaction (Abarbanell and Bernard (1992)) inalysts’ forecasts and provide
explanations based on optimism (Easterwood and (4089)) or on representativeness and
anchoring (Amir and Ganzach, 1998). Recent liteeahas pointed out the important role of
uncertainty in explaining behavioral biases (Zha(gf)06a, 2006b), Kumar (2009)). The
purpose of this study is to examine whether uncegtastrengthens overconfidence through
the case of analysts’ reaction to the earnings @amcement.

This release conveys a significant amount of infaion, attested to by the abundant
literature which examines price reactions at theoancement date. We consider that the
period before public release produces a speciapetition between analysts who then try to
get further information, more or less private bwt public, and work with a particular
intensity on the firm’s forecasts. This period matarly involves the ability to generate

information or to reassess the significance andrtexpretation of existing data. It therefore

12



creates special conditions for overconfidence tougcand much more so in an uncertain
environment.

Following the definition of overconfidence providdéy Daniel et al. (1998), we test an
overreaction to private information followed by amderreaction when the information
becomes public. We consider forecasts for the nugrear and examine how they are revised
during the period surrounding the earnings annauece of the previous year. Our tests are
based on the relationship between forecast reasammd forecast errors. When analysts
excessively integrate information in their revisqine. overreact), they revise their forecasts
too strongly. If they revise upward then the fostaaror will be optimistic, and if they do it
downward the forecast error will be pessimistic. fést this hypothesis for the period
preceding the public release, and do the oppositéhke period following it (underreaction
with too weak revisions). We posit that these refehips are reinforced with uncertainty.
For robustness, we check two measures of uncertéimgh-tech vs. low-tech firms and
forecast dispersion). Our results are consistettt wur predictions. We document a strong
overreaction (underreaction) before (after) thelipukelease for our sample of European
firms during the period 1997-2007.

We may notice that uncertainty could produce aonal underreaction at the announcement
due to a learning process caused by uncertaing 8nd Heaton’s model (2002) showed that
fully bayesian investors place less weight on higicertainty (low precision) signals, and
thus provided a rational explanation for underieactFrancis et al. (2007) confirmed this
prediction when studying post-earnings announcendeifit in a context of high or low
information uncertainty. But our results do not fitis rational explanation because we
observe a combined and consecutive effect — owdrosa before public release and
underreaction afterwards — which perfectly fit tverconfidence hypothesis.

We also propose a more exploratory research coimgerthe evolution of analysts’
overconfidence during our sample period. This mkrgives us the opportunity to study
whether a decrease could be observed after thenétterash in 2000-2001. We document a
strong decline in the analysts’ overconfidence Whaompletely disappears in the low-

uncertainty group.
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Fig. 1: Over- and underreaction around EPS annonece— Test based on the relation between
forecast revision and forecast error
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Fig. 2: Evolution of the mean and median forecastre
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Table 1:
Samples - descriptive statistics

Number of firms MEAN FE MEDIAN FE MEAN FD MEDIANF D

Years N LT HT HT&LT LT HT HT&LT LT HT HT&LT LT HT HT&LT L T HT

1997 1568 986 582 -0,039 -0,027 0,062 -0,043 -0,033 -0,054 0,290 0,112 0,388 0,218 0,157 0,389
1998 1646 1019 627 -0,049 -0,034 -0,063 -0,049  -0,027 -0,059 0,156 0,098 0,417 0,112 0,061 0,417
1999 1681 1008 673 -0,034 -0,026 -0,041 -0,034  -0,013 -0,051 0,254 0,123 0,327 0,201 0,112 0,573
2000 1697 1028 669 -0,018 -0,023 -0,011 -0,012  -0,009 -0,014 0,121 0,067 0,276 0,152 0,082 0,417
2001 1712 1038 674 0,014 -0,014 0,029 -0,009  -0,004 0,019 0,133 0,085 0,258 0,172 0,109 0,281
2002 1730 1044 686 0,034 0,006 0,052 0,027 0,009 0,038 0,112 0,104 0,263 0,218 0,143 0,306
2003 1722 1051 671 0,051 0,024 0,084 0,029 0,017 0,064 0,105 0,058 0,199 0,294 0,117 0,368
2004 1739 1056 683 0,062 0,013 0,093 0,045 0,015 0,084 0,132 0,072 0,248 0,219 0,132 0,333
2005 1733 1041 692 0,057 0,019 0,086 0,063 0,013 0,093 0,221 0,124 0,318 0,371 0,201 0,416
2006 1740 1055 685 0,046 0,009 0,069 0,038 0,005 0,071 0,241 0,142 0,347 0,254 0,162 0,374
2007 1742 1053 689 0,030 -0,008 0,055 0,021 -0,015 0,040 0,261 0,109 0,407 0,351 0,189 0,488
(1997-2007) 18710 11379 7331 0,011 -0,010 gd,032 0,018 -0,006 0,027 0,196 0,095 0,271 0,212 0,121 0,375

For each year, the table reports the number ofsfifi) and the number of high-tech (HT) and low-t¢ch) firms. FE, FR, SD, indicate forecast erravfefcast revision and forecast dispersion. FE, RR$D are

LT.

*****
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Table 2

Relation between the sign of the forecast revisicand the forecast error
before the public announcement of-1 earnings

FR>0 FR<0
Month MEAN FE MED FE MEAN FE MEDFE  ©OPS
-1 0,103 0,034~ 0,052 0,021 11578
-2 -0,099" -0,018 0,068™ 0,014 11507
-3 -0,102" -0,026" 0,077" 0,029 9985

The table indicates mean and median forecast etien mean forecast revision for a given month stpe
(upwards revisions) or negative (downwards revisjofcach variable refers to the current yeand is
measured for respectively one, two and three mobéfiere the monti®. The monthO is the month when
earnings for the prior yeat-{) are announced. For each montliorecast revision is measuredrd®, = (F, —
Fn.1) / |Fr|, based on the mean foreckstand forecast error is measured-& = (E — ) / |E|, based on the
mean or the median forecast. (with E as actual earnings per sharelg<0 (FE>0) indicates optimism
(pessimism).” " and” indicate statistical significance of 1%, 5% an@4l@espectively, in mean differences
(t-test) and median differences (Wilcoxon testileemn the two groups based on FR sign.

Table 3
Relation between the sign of the forecast revisicand the forecast error
before the public announcement of-1 earnings for high-tech and low-tech subsamples

FR>0 FR<0
Month HT LT HT LT
MEAN FE MED FE MEAN FE MED FE MEAN FE MED FE MEAIRE MED FE Obs
-1 0,188  -0,100°  -0,068°  -0,011 0,092 0,040~ 0,024 0,014 11578
-2 -0,126" -0,078" -0,072" -0,017 0,108 0,022 0,052™ 0,013 11507
-3 -0,227" -0,114" -0,004"  -0,024 0,128" 0,049™ 0,069" 0,020 9985

The table indicates for the high-tech (HT) and tesh (LT) subsample, mean and median forecast aiien mean forecast revision for a given
month is positive (upwards revisions) or negativewnwards revisions). Each variable refers to tireent yeart and is measured for respectively
one, two and three months before the mdhtfihe month0 is the month when earnings for the prior yeet)(are announced. For each month
forecast revision is measuredr, = (F, — F..1) / |Fq|, based on the mean foreckstand forecast error is measured-&s = (E — F,) / |E|, based on
the mean or the median foreckst (with E as actual earnings per shaféf<0 (FE>0) indicates optimism (pessimisniy.,” and" indicate statistical

significance of 1%, 5% and 10%, respectively, iramdifferences (t-test) and median differences qotibn test) between the two groups based on
FR sign.

Table 4
Relation between the sign of the forecast revisicand the forecast error
after the public announcement ot-1 earnings

FR>0 FR<0

Month MEAN FE MED FE MEAN FE MEDFE  OPS
+2 0,015 0,020 -0,095" -0,030° 11001
+3 0,030 0,012 -0,083" -0,021 11124
+4 -0,016 -0,004 -0,037" -0,014 11570

The table indicates mean and median forecast etien mean forecast revision for a given month stpe
(upwards revisions) or negative (downwards revisjoiach variable refers to the current yeedforecasts
are measured for respectively one, two and thregtmscafter the montf, which induces forecast revisions
for two, three and four months after the mobitland corresponding forecast errors. The mériththe month
when earnings for the prior yedrl) are announced. For each montHorecast revision is measuredRig,

= (Fn— Fv.1) / |Fi|, based on the mean foreckstand forecast error is measured-& = (E — F,) / |E|, based
on the mean or the median forec&st (with E as actual earnings per sharEE<0 (FE>0) indicates

*****

differences (t-test) and median differences (Witmoxest) between the two groups based on FR sign.
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Table 5
Relation between the sign of the forecast revisicand the forecast error
after the public announcement ott-1 earnings for high-tech and low-tech subsamples

FR>0 FR<0
Month HT LT HT LT Obs
FE MOY FE MED FE MOY FE MED FE MOY FE MED FE MOY FE MED
+2 0,066 0,036 -0,027 0,000 -0,170" -0,069™ -0,032 0,010 11001
+3 0,048" 0,021 0,019 0,002 -0,148 -0,042™ -0,024 0,012 11124
+4 -0,021 0,006 -0,011 0,005 -0,068 -0,017 -0,008 0,006 11570

The table indicates for the high-tech (HT) and keeh (LT) subsample, mean and median forecast amen mean forecast revision for a given
month is positive (upwards revisions) or negatigewnwards revisions). Each variable refers to theent yeart. Forecasts are measured for
respectively one, two and three months after thatm@, which induces forecast revisions for two, three éour months after the mon€) and
corresponding forecast errors. The mobik the month when earnings for the prior yeet)(are announced. For each montHorecast revision is
measured aBR, = (F, — F..1) / |Fq|, based on the mean forec&stand forecast error is measuredr&s = (E — ) / |E|, based on the mean or the
median forecadt,. (with E as actual earnings per shafei<0 (FE>0) indicates optimism (pessimism).,” and" indicate statistical significance of
1%, 5% and 10%, respectively, in mean differentésst) and median differences (Wilcoxon test) leetmthe two groups based on FR sign.

Tableau 6

Relation between forecast revision and forecast eor
before the public announcement of-1 earnings

FE.=a+ BFR,+ ¢

Month a B R? Obs
-1 -0,064 -0,144 0,002 11578
(17,184") (-5,1717)
2 -0,133 -0,046 0,001 11507
(-35,633") (-2,6037)
-3 -0,073 0,042 0,000 9985

(-22,219")  (1,426)

The table reports the intercept and the slope ioisft of the
regression model for the whole samplé. indicates statistical
significance of 1% (t-test).

Table 7

Relation between forecast revision and forecast eor
before the public announcement of-1 earnings for high-tech and low-tech subsamples

FE.= a,+ a; TECH+ B,FR, + B, TECH.FR + ¢

Month HT LT Difference HT vs. LT R? Obs
aot g Potps o Ji 21 )i
-1 -0,180 -0,356 -0,078 -0,166 -0,102 -0,190 0,014 11578
(-30,551") (-7,761") (-17,006")  (-4,893™) (-13,6617)  (-3,333™)
-2 -0,190 -0,139 -0,092 -0,061 -0,098 -0,078 0,012 11507
(-32,4927) (-3,9797) (-19,201") (-3,013™) (-12,9697)  (-1,926)
-3 -0,230 -0,090 -0,067 0,036 -0,163 -0,126 0,041 9985
(-42,733") (-2,380") (-17,146") (0,994) (-24,339")  (-2,383")
The table reports the interceptand the coefficieng, for the LT subsample (TECH=0) amd+a 1 andfo+f; for the HT subsample (TECH=1),
and ; capture the additional effect of technology (TEGH) the relationship between forecast error andctst revision.”,” and” indicate

statistical significance of 1%, 5% and 10%, respebt (t-test).
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Table 8

Relation between forecast revision and forecast eor
after the public announcement ot-1 earnings

FE,= a+ BFR,+ ¢

Month a B R? Obs
+2 -0,062 0,096 0,001 11001
(-16,3677)  (3,880™)
+3 -0,048 0,082 0,001 11124
(-13,728") (4,6237)
+4 -0,029 -0,009 0,000 11570

(-12,3607)  (-1,329)

The table reports the intercept and the slope ico&ft of the
regression model for the whole samplé. indicates statistical
significance of 1% (t-test).

Table 9

Relation between forecast revision and forecast eor
after the public announcement ot-1 earnings for high-tech and low-tech subsamples

FE.= a,+ a; TECH+ B,FR, + B, TECH.FR + ¢

HT LT Difference HT vs. LT

2
Month dot o Botps a9 Bo a9 B R Obs

+2 -0,181 0,260 -0,079 0,101 -0,102 0,159 0,015 11001
(-32,132") (8,214™) (-16,268")  (2,656") (-13,661")  (3,2307)

+3 -0,136 0,141 -0,071 0,052 -0,065 0,089 0,007 11124
(-24,6527) (3,536") (-16,2777)  (2,6437) (-9,188™) (2,014")

+4 -0,024 -0,013 -0,071 -0,036 0,047 0,023 0,007 11570
(-6,7487)  (-1,757) (-23,7177)  (-2,063") (10,2997) (1,253)

The table reports the interceptand the coefficieng, for the LT subsample (TECH=0) amd+a 1 andfo+f; for the HT subsample (TECH=1),
and f; capture the additional effect of technology (TEQH) the relationship between forecast error andcmst revisioni.,” and” indicate
statistical significance of 1%, 5% and 10%, respebt (t-test).
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Table 10
Relation between forecast revision and forecast eor
before the public announcement of-1 earnings for high-tech and low-tech subsamples:
Pre- and post-crash analysis

FE,= ap+ a,;TECH+ a:K + a;TECH.K+ B,FR, + B, TECH.FR + B:K.FR, + BsTECH.K.FR + &

HT LT Difference HT vs. LT
Month Pre-crash
ot oy Botps a9 Bo 41 )i
-1 -0,175 -0,286 -0,078 -0,090 -0,097 -0,196
(-15,026™) (-6,793™) (-8,562™) (-4,190™) (-6,6117)  (-4,7407)
-2 -0,187 -0,153 -0,092 -0,067 -0,095 -0,086
(-15,3157) (-5,909™) (-10,0197) (-1,679) (-6,525™) (-3,726™)
-3 -0,232 -0,030 -0,069 0,048 -0,163 -0,078
(-20,1777) (-1,266) (-8,6517) (0,748) (-11,623")  (-2,6317)
Post-crash
adgtastaytas PotBitBotps aot ap BotBo at as B1tps
-1 -0,056 -0,052 -0,001 -0,054 -0,055 0,002
(-6,996™) (-2,261") (-0,701) (-1,694) (-4,382™) (0,894)
-2 -0,069 0,077 -0,021 -0,021 -0,048 0,098
(-4,5737) (1,590) (-4,910™) (-0,754) (-5,3197) (2,702™)
-3 -0,094 0,219 -0,003 0,024 -0,091 0,195
(-12,825") (5,005™) (-0,595) (2,376") (-9,019™) (4,028™)
Difference pre-crash vs. post-crash
artas Botfz a B as B3 R’ Obs
-1 0,119 0,234 0,077 0,036 0,042 0,198 0,014 9485
(8,468™) (6,870™) (7,2077) (4,142™) (3,042™) (5,211™)
-2 0,118 0,230 0,071 0,046 0,047 0,184 0,011 9426
(10,0917) (2,818™) (3,8417) (0,941) (3,1627) (4,8177)
-3 0,138 0,249 0,066 -0,024 0,072 0,273 0,030 8170
(10,0747) (7,3017) (6,776™) (-1,487) (3,5217) (5,781")

The pre-crash period is 1997-1999 and the postigrasod is 2002-2007. The table reports the refithe regression model for the high-tech (TECHsd the
low-tech (TECH=0) subsample and for the pre- (Ka®) post-crash (K=1) period. The intercepts andlibyge coefficients are interpreted as follows:
apandpyare for the low-tech subsample before the crash,
ap+a;andBy+p; are for the high-tech subsample before the cragshr(dS; show the difference between HT and LT),
ap+azandfy+[; are for the low-tech subsample after the crash,
Qp+a;+as+asandBy+B+Lo+ 55 are for the high-tech subsample after the crash,
a;+asandfS+Bsshow the additional effect of technology after ¢h@sh (they show the difference between HT and LT)
az+aszandfs+f;show the additional effect of the crash for thghhiech subsample (they show the difference betileetwo periods for HT),
azandB; show the additional effect of the crash for the-tech subsample,
asandfs;show the combined additional effect of the crasth the technology.
™" and” indicate statistical significance of 1%, 5% an@4l®Gespectively (t-test).
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Tableau 11
Relation between forecast revision and forecast eor
after the public announcement ot-1 earnings for high-tech and low-tech subsamples:
Pre- and post-crash analysis

FE,= ap+ a; TECH+ a:K + a;TECH.K+ SB,FR, + 5, TECH.FR + B.K.FR, + B5TECH.K.FR + &

HT LT Difference HT vs. LT
Month Pre-crash
aotay BotBi do Bo a B
+2 -0,177 0,208 -0,084 0,059 -0,093 0,149
(-15,7437) (3,299™) (-8,671™) (0,909) (-6,2817)  (3,7497)
+3 -0,137 0,155 -0,070 0,049 -0,066 0,106
(-12,7167) (3,1017) (-8,227™) (1,266) (-4,8487)  (2,6527)
+4 -0,025 -0,015 -0,071 -0,046 0,046 0,031
(-3,809™) (-1,104) (-12,3117) (-1,541) (5,2017) (0,929)
Post-krach
agtastastas PotBitfotfs ata BotBo art as B1tB3
+2 -0,027 0,080 0,001 0,039 -0,028 0,041
(-3,604™) (1,845) (0,803) (0,684) (-3,7777) (2,373
+3 -0,017 0,046 0,002 0,027 -0,019 0,019
(-2,211") (1,721) (0,378) (0,979) (-2,778™) (1,672)
+4 -0,005 -0,055 -0,011 -0,016 0,006 -0,039
(-0,946) (-1,9172) (-2,6117) (-1,732) (1,647) (-1,833)
Difference pre-crash vs. post-crash
artas St ap B as B R’ Obs
+2 0,150 -0,128 0,085 -0,020 0,065 -0,108 0,017 8985
(10,974™) (-1,672) (7,134™) (-0,230) (5,6217)  (-2,024")
+3 0,120 -0,109 0,072 -0,022 0,048 -0,087 0,015 9112
(9,271™) (-2,018") (6,936™) (-0,472) (4,2137) (-1,721)
+4 0,020 -0,040 0,060 0,030 -0,040 -0,070 = 0,008 9210
(2,431") (-1,889) (8,230™) (2,290") (-3,425")  (-1,652)

The pre-crash period is 1997-1999 and the postqrasod is 2002-2007. The table reports the resafithe regression model for the high-tech (TECHsid the
low-tech (TECH=0) subsample and for the pre- (K& post-crash (K=1) period. The intercepts andliyge coefficients are interpreted as follows:
apandppare for the low-tech subsample before the crash,
ap+a;andBy+p; are for the high-tech subsample before the crashr(df; show the difference between HT and LT),
ap+azandBy+p; are for the low-tech subsample after the crash,
Qp+a;+as+asandBy+B+Lo+ 55 are for the high-tech subsample after the crash,
a;+aszandfB+B;show the additional effect of technology after ¢hash (they show the difference between HT and LT)
az+aszandfBs+Fsshow the additional effect of the crash for thghhiech subsample (they show the difference betwetwo periods for HT),
azandB; show the additional effect of the crash for the-tech subsample,
asandBsshow the combined additional effect of the crasth the technology.
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